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o Weekly Summary

We discussed submitting for the Texas Energy and Power Conference in our first team meeting this

period. Our next team meeting consisted of improvements to be made during development this

upcoming week. Improvements mentioned were branching and merging code development,

presenting our contributions to the overall design, and clarifying questions on the roadblocks each of

the three project categories came across.

o Past week accomplishments

● Tin Ngo: While working with , we found that my implementation was notEddy Andrade-Robles

what was expected. Initially I designed it to take the directory of a file but after collaboration, we

needed to make something new that would handle a specific file only. I created that functionality

where the user can specify the specific file and give it a prompt.
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While working with to work on a End to End test to modify a file similarly to GitHubEddy Andrade-Robles

Copilot. I developed a endpoint and I leveraged prompt engineering to rewrite the file with the

removed/additions. This worked and was shown during our first proof-of-concept demo.

Week 2

I worked with Emma and Nick to develop more altDss scripts to run power analysis simulations. A lot of

the time was spent understanding what the expected outputs were. We ended up modifying multiple dss

files and comparing simulations before and after the changes and we were able to see valuable

differences that we’re going to take action on. I worked further to create a grid analyzer class that uses

more functionality from the altDSS library. Here is what an output of a run looks like:
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● Jackson Phillips: I have been working on more hugging face functionality this week. I implemented

some of tin’s work on the openai functionality such as the text chunking and file access. Most of

my time was spent trying to get good responses out of the Llama 3.2 1B model. I added some

different configs in the generate_text function but I am still getting repetitive responses.



● Emma Heithoff: I clarified my new and realistic milestones in an email to the team and Professor

Gelli. Tin, Nick, and I met to begin coding the concepts I have been researching for simulating

datasets where grid stabilization outcomes are mapped to input changes in the grid. I explained

the purpose of the code we are generating line by line as Tin used code that would run

successfully. I use my concept of the dataset to have a conversation with ChatGPT on a vague

idea for scripting my design. It helped me visualize the planning I had done before taking a break

from school for health. I have included my conceptual planning from the last week as the first

section of code. Next, the generated code is commented with the documentation fixes I will

implement with Nick and Tin.

We expected the generated code to not reflect the functionality or syntax of AltDSS. Tin manually

changed the dss file parameter values, the loads specifically, and we used a troubleshooted

version of the code to utilize AltDSS analysis functionality. I reviewed the AltDSS repository

documentation for the syntax to run the commands that the generated code had the right concept

on but could not write syntax for successfully. I found a specific load multiplier command in the

documentation that should now work. I reviewed that AltDSS is a package in the larger project of

DSS-Python. DSS-Python is the backend that AltDSS connects to, which helped me understand

how we are coding.





● Eddy Andrade: I continued to work closely with on making API calls with OpenAI. WeTin Ngo

noticed that what he had originally implemented wouldn’t take into consideration individual files,

and instead focused on directories. We worked on implementing a new call to view individual files

within a directory. After doing so, we got a response from the AI model. We began doing some

simple tests by also asking and what questions to ask in the chatEmma Heithoff Nicholas Doty
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(and what the correct responses are). Finally, me and Tin continued working on making changes

to the file from the AI. For the time being, the AI only deletes certain things if you ask what you

want to delete.

The first message asks the AI if Load S1A is a single-phase or three-phase load, to which it views

the file and gives a response. Finally, I asked it to delete Load S1A. It did take some time for the AI

to do so, but it eventually updated the entire file with the changes.

Week 2

● Haven’t got much work done due to being under the weather for a good chunk of the week, but I

decided to take a look at the Python script used to make the API calls. In there, I made changes to

dynamically call on all the endpoints based on the context of the prompts provided by the user. I

created a new endpoint to run through the prompt, and depending on the context of it, make a call

to different endpoints.

Finally, I made changes to the layout of the chat window. The user can now select which OpenAI

model to use (the default is gpt-4o-mini) if desired. As for the chat bubbles, they will no longer

overlap that model selection dropdown. I also changed the text input into a Textarea to allow the

user's message to break up into multiple rows instead of one single line.



Updated layout (request made with gpt-4o-mini model)



Screenshot shows that changing the OpenAI model works with each request you make



● Nick Doty: This week I worked with Tin and Emma to begin to generate an altDSS script that will

run power analysis simulations with the help of the altDSS python documentaion. Additionally,

when fully functional, it will change the values in a csv file using a load multiplier. For the script we

used the IEEE123bus.

o Pending issues

● Tin Ngo: N/A

● Jackson Phillips: I am confused on how to stop the model from giving repetitive responses. I also

do not have a dataset yet so no progress has been made on training.

● Emma Heithoff: Not yet successfully creating data for model training when my timeline has been

pushed back is not ideal to support the rest of the team.



● Eddy Andrade: When working on the project, I cam across this message on the VM about having

low disk space. I am not sure if it is something major but thought it is worth bringing up

● Nick Doty: N/A

o Individual contributions

NAME Individual Contributions
(Quick list of contributions. This should

be short.)

Hours this
week

HOURS
cumulative

Tin Ngo Front End POC. AltDss Simulations 20 177

Jackson Phillips Huggingface functionality 6 121

Emma Heithoff Explained plan for simulations and

troubleshooting

7 121

Eddy Andrade Frontend work, Backend 13 124

Nick Doty Dataset work 6 123



o Plans for the upcoming week

● Tin Ngo: Work more on altDSS simulations.

● Jackson Phillips: Work on huggingface functionality if I can't get hands on with a dataset for

training. If I can get a dataset I will work on training.

● Emma Heithoff: Overall goal is to be efficient with the dataset generation. This requires working

individually and together on finding AltDSS commands from the documentation that reflect the

conversations we’ve had on making event and outcome (input/output) pairs for teaching AI to

understand processes of grid stabilization. Reflecting on what has been done in 491/492 so far

and what work gaps there are simultaneously.

● Eddy Andrade: I plan on making tabs that keeps a history of previous messages with GridGPT. I’ll

keep finding ways to refine the Frontend aside from that

● Nick Doty: Continue to work on the script with Emma and Tin along with anything else that needs

to get done.


