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o Weekly Summary

o Past week accomplishments

e Tin Ngo: | created an outline of setting up the pipeline to deploy to GCP and get this to be a
working API. In order to do so, | need to create a CI/CD pipeline that containerizes the application
that | had already created and uploads it to the GCP Google Cloud Container Registry. | will use
Cloud Build which is Google’s CI/CD service that will make deploying this container easy. After the
container is uploaded, | can deploy the container to Cloud Run. From there, we can call Cloud run
via APl endpoint and successfully use HuggingFace. In order to complete all this, | needed to read
up a lot on GCP. | have not looked into the cost of it all but | know that GCP Cloud Run is
serverless, so we will only pay for what we use which will be very small. We also pay for the space

we take up in the GCP registry.



Deploying Flask
Application to GCP

Cl/CD GCP
———

Pipeline Registry Sl el il

ai » huggingFace > Dockerfile

FROM python:3.11-s1lim
WORKDIR fapp

Y srcfrequirements.txt .

RUN pip install —no-cache-dir -r requirements.txﬂ

CMD ["./helper _script.sh"]




ai » huggingFace > % helper_script.sh

&XE&C gunicorn I ER D T




loud=builders/docker’

$PROJECT EPO_NAME: $COMMIT_SHA',

OMMIT_SHA®

allow=-unauthenticated®

gcr. io/$PROJECT_ID/SREPO_MAME : $COMMIT_SHA '

Week 2

After meeting with Professor Gelli, | took his feedback and decided to shift my focus to more functionality,
instead of getting ready for deployment. | worked closely with  Emma Heithoff to work towards generating
questions and answers we should expect a grid operator to ask an LLM. | made a lot of code changes in
preparation to make a proof of concept. This POC should demonstrate the ability to give valuable
feedback to the operator based on the data in the DSS files. | worked on prompt engineering and feeding
the openAl with background information with the data in the dss files. So far we have seen success in our

answers.


mailto:erh1@iastate.edu

So far we have these questions and expected answers:
1. Question: What is the voltage rating of Load S1A?

A:2.4kV

(venv) tinngo@Tins-MacBook-Pro sddec24-28 % curl -X POST http://127.0.0.1:5000/generate_text \
-H "Content-Type: application/json" \
-d '{

"prompt": "what is the voltage rating of Load S1A?",

"model”: “gpt-3.5-turbo-@125",

"context_directory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

} []
data:

Final Summary:

data: The voltage rating of Load S1A is 2.4 kV for Wye connection.
The voltage rating of Load S1A is 2.4 kV.
The information about the voltage rating of Load 51A is not provided in the given context.

data: [DONE]

(venv) tinngo@Tins—MacBook-Pro sddec24-20 % J]

2. Q:What bus is Load S1A connected to?

A: Bus 1

(venv) tinngo@Tins-MacBook—-Pro sddec24-28 % curl —-X POST http://127.8.0.1:5808/generate_text \
-H "Content-Type: application/json" \
-d '{
hat bus is Load S1A connected to?",
gpt-3.5 rbo-8125",
"context_directory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"
data:

Final Summary:

data: Load S1A is connected to Bus 1.1.
Load S1A is connected to bus 1.1.

The provided context does mot mention a load named S1A in the electrical distribution system data. Therefore, there is no information available regarding the bus to which Load
S1A is connected.

data: [DONE]

(venv) tinngo@Tins-MacBook-Pro sddec24-20 % ]

This screen shot shows how changing the model changes the output and makes it more accurate.

(venv) tinngo@Tins-MacBook=Pro sddec24-28 % curl =X POST http://127.0.0.1:5000/generate_text \
=H "Content=Type: application/json" %\
W
ow much active power is consumed by Load S1A?",
gpt-3.5-turbo-0125",
"context_directory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

"response": "The provided extracted information does not explicitly specify the active power consumed by Load S1A."
R
(venv) tinngo@Tins-MacBook=Fro sddec24-28 % curl =X POST http://127.0.0.1:5000/generate_text \

=H "Content=Type: application/json" %\
-d '{

"How much active power is consumed by Load 51A?",
: "gpt-4-turbo-preview",
"context_directory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

"response": "The active power consumed by Load 51A is 40.0 kw."
"
(venv) tinngo@Tins-MacBook-Pro sddec24-20 % [




3. Q:ls Load S1A a single phase or three phase load?

A: Single phase

(venv) tinngo@tinngo sddec24-2@0 % curl -X POST http://127.0.0.1:5000/generate_text \
-H "Content-Type: application/json" \
-d '{
"prompt": "Is Load S1A a single phase or three phase load?",
"model’ gpt-3.5-turbo-0125",
"context directory": 'grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

{
"response': "The provided context does not contain specific information about whether Load S1A is a single-phase o

r three-phase load."

R

(venv) tinngo@tinngo sddec24-20 % curl -X POST http://127.0.0.1:5000/generate_text \

-H "Content-Type: application/json" \

-d '{

"prompt": "Is Load S1A a single phase or three phase load?",

"model’ gpt-4-0125-preview",

"context_directory": 'grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

}I

{

"response'": "Based on the provided extracted information, Load S1A is a single-phase load."

My changes can be seen here in this Merge Request

h

Week 3:

While developing the ability to take in all the data given the DSS files to answer the operator's questions, |
found that compiling all of the contexts from the DSS files was too much data for openAl. It had a few
problems: It would not fit within the token context limit of the smaller models, it would simply be too much
data to interpret, and a few more issues. So | developed a process where it would chunk up the data and
summarize each file before trying to answer the question. This still had problems with openAl being unable
to correctly find the data. My next solution would be to gather all of the files and their contexts, then ask
openAl to select the files that it would need to answer the question, then selectively choose the files to
answer the prompt. This is a process of multiple guided Al prompting and utilization to optimally find the
answer given a question. This only works if we use a model that understands DSS data, filenames, etc.

Here are screenshots of the outputs.

Here you can see the accuracy of loading all the DSS data as background information for openAl

gpt-3.5-turbo-0125 to answer the question. You can see that it is not able to figure out the answer.


https://git.ece.iastate.edu/sd/sddec24-20/-/merge_requests/13/diffs?view=parallel

(venv) tinngo@tinngo sddec24-20 % curl =X POST http://127.0.0.1:5000/generate_text_openai_all dss_files \
—H "Content-Type: application/json" \
-d '{

"prompt": "Is Load S1A a single phase or three phase load?",

"model”: "gpt-3.5-turbo-0125",

"context_directory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

r
1

"response": "The extracted information does not contain the specific details needed to determine if Load S1A is a single-p
hase or three-phase load."
1

In the selective algorithm, we can see improvements even though we are using the same GPT model.

Here it is able to identify the answer given the prompt.

(venv) tinngo@tinngo sddec24-28 % curl =X POST http://127.8.08.1:5088/generate_text_openai_selective_dss_files \
-H "Content-Type: application/json"
I
Is Load S1A a single phase or three phase load?",
pt=3.5-turbo-8125",
rectory": "grid_applications/distribution_grid/grid_dss/src/systems/123Bus"

r
1

"response': "Based on the extracted information provided, Load 5la is a single-phase load. No further information is given
$o determine if it is a three-phase load."
b

This work has huge impact on our project because we will see marginal benefits from this. We are using
less tokens which results in less time processing data, less money spent, and higher accuracy by
providing a focused view for the LLM. | also write data to a bunch of files to show how they differ. One
example is writing out the token usage. The selective data only uses 4634 tokens vs the unselective data
which uses 37827 tokens. Here you can see the benefit. This is a 37827/4634 = 816% improvement. This

will vary depending on the circumstances but in this case, we see huge benefits.

Week 4:

While working with Eddy on the front-end, we were setting up the endpoints and it was tough to do so
because the backend to spin up the flask applications for openAl and huggingFace were not set up yet. |
created Dockerfiles for both modules and connected it to the main system by adding it to
docker-compose.yml. | had to restructure some files so that this would work. My work can be shown here.

https://git.ece.iastate.edu/sd/sddec24-20/-/merge _requests/16/diffs

| also took Professor Gelli’s feedback to make the system more resilient by handling filenames that may
not match the conventional way of how dss files are structured. He said that | should look at a real dss

model. | imported a real dss model from https://egriddata.org/group/national-renewable-energy-laboratory.

| learned that it is a lot larger than the smaller subsets we were working with.

| then developed automation that looks for all dss files in all subdirectories and tries to identify which dss


https://git.ece.iastate.edu/sd/sddec24-20/-/merge_requests/16/diffs
https://egriddata.org/group/national-renewable-energy-laboratory

file contains the contents to answer the prompt. What | found was to be less helpful than my previous
implementation. The reason being is that there is too much data in a real dss model. There are multiple
different dss files that have the same name like in the screenshot below, the system grabs 5/28 Loads.dss

files to grab information from.

nAl > src > outputs = selected_files.txt

grid_applications/distribution_grid/grid_dss/src/systems/urban—-suburban/uhs@_1247/uhs@_1247-—-udt6168/Loads.dss
grid_applications/distribution_grid/grid_dss/src/systems/urban-suburban/uhs@_1247/uhs®_1247--udt6176/Loads.dss
grid_applications/distribution_grid/grid_dss/src/systems/urban-suburban/uhs@_1247/uhs®_1247--udt4077/Loads.dss
grid_applications/distribution_grid/grid_dss/src/systems/urban-suburban/uhs@_1247/uhs@_1247--udt4776/Loads.dss
grid_applications/distribution_grid/grid_dss/src/systems/urban-suburban/uhs@_1247/uhs®_1247--udt4777/Loads.dss

From the 5 it consumed an unhealthy amount of tokens:
app.py M open_ai.py M README.md M

ai » openAl > src » outputs = total_tokens_used_selective.txt

1 630809

It is not a good idea to look through subdirectories, instead, the front end should provide a specific

directory.

There was an error on the front end side saying that the APl was not allowed to be used so | worked with
Eddy Andrade-Robles to enable my APIs by modifying the main.go file. | enabled three API endpoints.

This was needed because main.go acts as a middleman between the front-end and the openAl flask app.

e Jackson Phillips:

Week 1: This week | attempted to get a sample training job running on HPC. In order to do that |

had to set up all the requirements for the huggingface libraries in a virtual environment on my VM
and on HPC and read documentation on huggingface libraries and HPC. | have code for training
but I am not entirely sure it functions as intended because | have run into errors every time | tried

to run it. | wrote a batch script for slurm in order to run the job and the job ran but threw an error
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saying transformers is not installed so | will need to figure out how to install all the libraries in a
batch script. | also met with Tin and we talked about HPC and how slurm work and how to get the
virtual environments set up. | am using gpt2 on huggingface solely for testing purposes because
when | tried llama3 it said | don't have access to it. | am also using the IMDB dataset from
huggingface because we do not have a prepared dataset as of now and this will still help me test

my code and when we have our dataset | can swap it out.

module load python/3.8

python trainingtestcodejp



tokenizer = AutoTokenizer.from pretrained(

tokenizer.pad token = tokenizer.eos token

model = £ elForCausallM. from pretrained("openai

model.to(d

ds = load dataset("stanfordnl

training args = Training/
per device train batc
gradient accumulation
mup steps=5,
X steps=60,

ning rate=2e-4,

nptim:_a
HEith d
1r scheduler

seed=3407,

limit=2,
ing dir='logs




trainer = S iner(
model=model,
enizer=tokenizer,
train dataset=ds,

dataset num proc

packir alse,
args=training args,

trainer.train()

trainer.save model("outpu

print{"Training
print(f" 2]




Enter a prompt (or type 'exit' to quit): star wars

Generated Text: star wars, and the war of words between two people
. The film is a good example that this movie can be made to work o
n any level.<br f=<b /=The story starts with an old man who has be
en Lliving in his house for

Enter a prompt (or type 'exit' to quit): lord of the rings
Generated Text: lord of the rings, and a very good actor. He is al
so one to watch for his role in "The Last Man on Earth". The film
is well made with great acting by Michael Caine (who plays Mr Robo
t) as an old man

Enter a prompt (or type 'exit' to quit): tom cruise

Generated Text: tom cruise ship, the USS Enterprise-D. The crew of

this vessel is a group that includes Captain Kirk (James T. Kirk)
, Commander Spock and Dr McCoy as well; they are all members from
the original Star Trek series which was released in

This week | trained OpenAl's GPT2 model from hugging face using the IMDB dataset also from
hugging face. | also wrote a python file to experiment with the trained model. | was getting
repetitive responses at the beginning but | gave it a repetition penalty and it started giving

responses that made more sense.



model.evall()

while

prompt = input("En
if prompt.lower()

inputs = tokenizer(prompt, return tensors="pt", padding=

outputs =

inputs["i
attention

pad token

min lengt

max lengt
temperature=0.9
top p=0.9,

top k=50,
repetition penalty=1.5,
do sample= ]

generated text , skip special tokens=
print(f"\ £ d Text: extiyn")

Week 3:

This week due to not having dataset access | have not been able to make much progress on
training. | had some issues with my /home directory filling up because of python virtual
environments and | emailed hpc and they sent me some resources to get it resolved but | had to

spend a couple of hours reconfiguring my work on hpc so | can continue to use it correctly.

The team also met last week and | helped with some research on the script for generating dss

files.

Week 4: This week | spent most of my time trying to get an untrained llama 3 model running on my



VM with the help of Tin’s huggingface.py and the flask app. | also wrote a small script to allow me
to prompt the model with user input without the flask app for my own testing.

huggingFace > s test_huggingFace.py
mport TextGenerator

if " main

text generator = TextGenerator()

prompt = input("Enter your prompt: ")

max length = int(input("Enter the maximum length of the generated text (defaul
generated text = text generator.generate text(prompt, max length=max length)

print("\nGenerated Text:\n")
print(generated text)

| am also starting to work on file read/write but | am pretty sure that is not working yet because |

have not had time to test it properly.

file_test_huggingFace.py
mport TextGenerator

text generator = TextGenerator()

edit dss files(directory, prompt):
'""Edit all .dss files in the specified directory based on the user's prompt."
files = glob.glob(os.path.join(directory, '*.dss'))
for file path in files:
with open(file path, 'r+') as file:
~ontent = file.read()

generated text = text generator.generate text(prompt)
file.write(f"\n{generated text}\n")

if name == " main :
input directory = input("Enter the directory containing .dss files: ")

prompt = input("Enter - prompt (or type 'exit' to quit)
if prompt.lower() == ]

edit dss files(input directory, prompt)
print("Files updated based on your prompt.")




Emma Heithoff: During week 1, Tin and | met to clarify the input output pairs the AItDSS-Python
package ran simulations will produce numerical data for. The numerical data will be analyzed by
the package in order to give examples for the input and output pair categories. In the following
weeks, | attempted to determine whether a grid model, in a .dss file format, was a stable system
by using AItDSS to give an error if the voltages at any buses were not within reasonable limits. |
created a week 10 milestone to be finished with a dataset of input-output pairs. As | tried to fix the
errors, | realized that | couldn’t remember enough background on the AItDSS coding process |
previously knew. | spoke with Professor Fila and Professor Gelli on concerns and the changes |
needed to make for my weekly contribution to create a dataset. | spoke with Nick on his
contribution to the dataset and how we will work together going forward. The milestones and their
adjusted timelines for my situation will be sent to Professor Gelli soon. | will attach screenshots of

my debugging work in the next weekly report when it is possible personally.

Eddy Andrade: | created the chat window and followed the layout similarly to how it was portrayed

in the Design Document. In the first screenshot, it shows what the layout of the project looks like.
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Alongside making the design, | began testing the chat feature. | created and modified code to
allow the user to send a message between itself and the GridGPT chat bot. At the time of this

screenshot, it only sent a hard-coded message as a response. | also began testing how messages



in the chat can be printed on the selected file in the code editor. This way, when GridGPT makes a
suggestion on how to change the code on the file selected, it can make changes from the chat

window into the file.

m Build Project oPT This is a test message that

will go on to Master.dss
This is a test reply from a
B fake GridGPT

O 8500-Node ~

[ BusCoords.csv
) Master.dss Delete File

[) Regulators.dss ELEEERSIES

[  Run_8500Node.dss

Delete File
[)  Generators.dss

=PI SO

8 Q Grid Al X + o a @ "
< C O D localhost P g f =
Grid Al Test GridGPT: Chat Qn

Finally, me and Tin began working on making an endpoint call to OpenAl’s ChatGPT through an
API call. We first began by using a test endpoint to make sure there is a connection, and the
endpoint can receive the requests made. | changed how GridGPT would send a message, as it
will now be able to send messages to the user instead of having a hard-coded message. At first,
we had issues where the directory was posting an empty string, so | began troubleshooting and
figuring out what the problem was. | then figured out what was causing the issue, and resolved it
to now show the working directory even when a file is clicked. This way, we can use itin the

request body when making that API call to OpenAl.



Grid Al Test GridGPT: Chat ‘:)

/8500-Node/Master.dss m Build Project GridGPT hello!

O 8500-Node A r fil ode IEEE Test Feeder Case No response received

()  BusCoords.csv EEEIZIE
)  Master.dss Delete File
[ Battery.csv Delete File

Delete File
® O Inspector nsole [ Debugger T Network {} StyleEditor () Performance o Memory [ Storage T Accessibility 532 Application 07 ] - X
W Errors Warnings Logs Info Debug €SS XHR Requests 3%

Response from server: » t je: "OpenAI API test p ChatComponent  tex-65.2

In this screenshot, you can see how the hello message was received by OpenAl’s server. The
GridGPT response says “No response received”, but that's because the success message was
sent only through the console and not back to the user as an actual response. More on the popup

error in the “Pending Issues” category.

Nick Doty: | have done research on how to generate question and answer pairs with altdss and
have experimented with code that can be utilized to run a powerflow simulation and then generate
question/ answer pairs from a given dss file. In particular, | have been working on one that can

generate question and answer pairs about the stability of transformers.

Shown below was my initial interpretation of the datasets in JSON format.
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Below is the code | am attempting to work with based on the stability of transformers to generate question

and answer pairs:

alt

oxmer_power

able, transformer

f, indent=4)




o Pending issues

Tin Ngo: Currently don’t have access to GCP which is the cloud platform we plan on hosting our

LLM. | tried creating a project in by myself to get started with testing but | could not

Search folders
=

Name

B No organization A

Jackson Phillips: | am not able to copy files into the /work/gelli/sddec24-20 folder so | am using

/work/gelli/jacksonp for the time being.
| have some errors from my attempts to run the training test.

This was the output file of the slurm job and | will look into how to install libraries and set up the

virtual environment through the batch script.

> 49, in =module=

from transforn
ModuleNotFoundError:

| installed bitsandbytes because | ran the code and it said it posted an error saying it was needed

but | am not sure how to get it compiles with GPU support on HPC.




| tried running the code without a slurm batch file and it reported that there are no NVIDIA drivers.
| assume this is because | am not on the correct node.

RuntimeError: Found no NVIDIA driver on your system. Please check that you have

an NVIDIA GPU and installed a driver from http://www.nvidia.com/Download/index.a

e Emma Heithoff: | am having issues creating the dataset because | need to focus on AltDSS
documentation again. | did need to focus on other aspects of the dataset, such as overall
purpose, and will get help from the rest of the team on the simulation code | am struggling to run. |
will be reaching out for more dataset assistance until the end of the semester to avoid more
roadblocks.

e Eddy Andrade: As seen in my screenshot, | am having some errors during runtime (TypeError),
but I am in the process of resolving those issues. Previously, | had a significant amount of errors,
but resolved most of them.

e Nick Doty: Developing proper code and finding the proper dataset can be quite tedious, often on

the surface seeming like no results are being produced.

o Individual contributions

NAME Individual Contributions Hours this HOURS
(Quick list of contributions. This should week cumulative
be short.)
Tin Ngo GCP and CI/CD, Generating responses given prompt. 42 157
Answers are working. Modify main.go file to enable
API
Jackson Phillips Training code, HPC, slurm 35 115
Emma Heithoff | Voltage stability simulation attempts, 33 114

clarifying gaps in AltDSS understanding /
altered dataset timeline

Eddy Andrade Frontend development, troubleshooting, 31 111
modifying existing code

Nick Doty Dataset development 31 111




o Plans for the upcoming week

e Tin Ngo: Work more with Emma to handle outputs of altDSS simulations.

e Jackson Phillips: work on functionality of llama 3

e Emma Heithoff: | will email Professor Gelli a revised timeline, work in person with Nick on running
simulations for a dataset, and ask the rest of the team for assistance in the simulation code after
Nick and | work on it.

e Eddy Andrade: | will continue to work on the endpoints (more specifically, the JSON requests) in
order to get a response with OpenAl’s API call.

e Nick Doty: Continue talking with Jackson to see what other datasets would be needed and how to

tweak them to suit our needs.

o Summary of weekly advisor meeting



