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o Weekly Summary

Over the past two weeks, our team made significant progress on various aspects of the
GridGPT project. Tin focused on integrating OpenAI API functionalities into our system by
developing modular classes and setting up a Flask API to generate text outputs, while also
looking into HPC access. Jackson researched training Llama 3 and found a Colab notebook
suitable for use with the university’s HPC cluster. Emma laid the foundation for running
power system simulations and prepared a plan for dataset creation in parallel to AI training.
Eddy began familiarizing himself with Git/GitLab and started preparing for frontend
development after VM cloning was completed. Nick focused on setting up his VM
environment and reviewing DSS research data to align with Emma's simulation tasks.

o Past week accomplishments

Tin Ngo: I got more research done on OpenAI and how to use the API. I implemented two classes

because I want to make it as modular as possible early on so we can reuse it. The first class that I

created is called APIAuthenticator. This holds the API Key using the environment variables. This

will be the parent class for many other courses to have authentication. The second class I made



was OpenAIAPI. You can instantiate this class with a model that you specify. It has a

generate_text method that allows you to input a prompt and receive a streamed output. To use

these classes, I made a Flask API endpoint that creates the OpenAIAPI object and generates text

very similarly to ChatGPT. All you have to do is provide the prompt and model in JSON format. I

added a linting step to my Flask app in the CI/CD pipeline to follow the project's conventions. I

then looked into accessing HPC. I also worked on creating weekly deliverables as my advisor has

asked for them.

https://git.ece.iastate.edu/sd/sddec24-20/-/merge_requests/6/diffs#4c71286b4bc03f9201fffc2e49

826ea574f35cdf

https://git.ece.iastate.edu/sd/sddec24-20/-/merge_requests/6/diffs#4c71286b4bc03f9201fffc2e49826ea574f35cdf
https://git.ece.iastate.edu/sd/sddec24-20/-/merge_requests/6/diffs#4c71286b4bc03f9201fffc2e49826ea574f35cdf




Jackson Phillips: I spent time this week looking into how to train Llama 3 specifically. I found a

google colab notebook that goes in depth on llama 3 specifically and doesnt require any extra UI,

programs, or websites which I think we will need because we need to train it using the university’s

HPC cluster and not on a normal pc.



Emma Heithoff: I researched a plan for the dataset to be created in parallel to the AI specialists

training the model, and the following are the general steps. First, we will run OpenDSS simulation

using AltDSS-Python. We will extract what we need from results (voltages, currents, line losses,

other electrical values etc.) and place into csv form. The AI model will need a normalized dataset

method and a training accuracy metric. I plan to track my milestones on Git much better so next

week’s milestones will be added on Friday. I have simulation code using Alt-DSS planned for

analysis capabilities for our GridPilot use case.. I will implement these simulations after meeting

with Nick and Jackson/Tin, but, this week’s work set a foundation I was previously lacking.

Eddy Andrade: We received a notification from our client that the VMs have been cloned, which

allows me to begin working on the project. We as a group decided on who was working on what

VM. To get started, I needed to become familiar with working with Git and GitLab, especially with

branching out of the main branch of the project. This is to avoid any major issues that could impact

the project down the line. It is vital for me to regain my understanding of branching, merging, and



running CI/CD on the project as I progress through and continue working on Frontend.

Nick Doty: After we were each assigned our respective VMs, I have begun to get familiar with how

it operates as it has been awhile since I have had to use a VM. I have also refreshed myself with

our DSS research data

o Pending issues

Tin Ngo: No Pending issues

Jackson Phillips: No issues.

Emma Heithoff: No issues.

Eddy Andrade: Not sure if this may become an issue, but when I branched off on my test branch

the CI/CD pipeline failed at the security part of the pipeline. Not sure if when I branched from the

HEAD, it was from a version where the security was working or not but something worth

mentioning.

Nick Doty: N/A

o Individual contributions

NAME Individual Contributions
(Quick list of contributions. This should

be short.)

Hours this
week

HOURS
cumulative

Tin Ngo Developed classes & app to use
openAI API, explored HPC, created
weekly deliverables

22 101

Jackson Phillips 6 75

Emma Heithoff Reset foundation for running simulations

and staying connected with all parts of

project

8 69

Eddy Andrade Familiarizing with Git/GitLab; Reading up

Next.js documentation

6 72



Nick Doty VM setup an DSS research refresher 6 72

o Plans for the upcoming week

Tin Ngo: Work on hosting a small LLM onto HPC, and creating the classes and application to use

the LLM.

Jackson Phillips: I want to look further into HPC and how we run things on it.

Emma Heithoff: With running simulations to save power system data, I need to meet a few times

or quickly touch base. I will talk to Nick to detail our role’s timeline together then run simulations

using Alt-DSS. I will talk to Professor Gelli or the graduate students either before running

simulations or with questions from simulating to clarify dataset creation questions. Also, I will talk

to Jackson & Tin on our collaboration of adding simulations to a dataset and their timeline for

model training. I plan to check in with Nick and Jackson/Tin often this semester by meeting or

quick messages.

Eddy Andrade: Read up on documentation with Next.js to begin working on implementing the chat

window. Main priority is to figure out how to add a window alongside a page.

Nick Doty: I plan to meet with Emma to flesh out our semester timeline and additionally meet up

with Tin and Jackson with Emma to coordinate the input of DSS files into the AI model.

o Summary of weekly advisor meeting

We were not able to meet in person with Professor Gelli due to scheduling conflicts. To substitute, we

each emailed our weekly work, detailed explanation of our progress, questions, and tasks for the

upcoming week.


